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This paper presents a comparison of different threshold-based selection methods, implemented and adapted for eye image 
segmentation. We used three subclasses of segmentation methods: fixed threshold segmentation (fixed threshold, quantitative 
threshold and cumulative distribution function method), global threshold segmentation (minimum error Kittler and characteristic 
separation), and local adaptive threshold (Bradley, Bernsen and Niblack methods). We compared the segmentation methods in 
order to determine their performances for video images and their suitability for eye tracking applications. In normal working 
situation using the eye tracking system we can use a global threshold value and in difficult conditions (different or fluctuating 
lighting) we can use a local adaptive threshold. 
 

1. INTRODUCTION 

Eye tracking application is a field of interest in recent 
research due to the improvement of the hardware used, mainly 
miniaturized and high resolution cameras and portable devices 
with high processing power (smartphones and tablets) [1]. 
These applications can be found in fields such as assistive 
technology for patients with neuro-motor disabilities [2], 
automotive industry as means of drowsiness assessment or 
automotive driving assistance [3] and data security or 
person identification based on eye tracking [4].  

The main method, used to improve eye tracking applications 
in terms of increasing the precision and lowering the running 
time, is the image segmentation in order to highlight the 
pupil contour [5, 6]. 

Standard segmentation methods were implemented in order 
to analyze documents, thus the results obtained for eye 
images are not usable in eye tracking applications. The 
example in Fig. 1 presents the results obtained for the seg-
mentation of eye images using the Otsu thresholding method 
[7]. These results cannot be used in an eye tracking application. 

The purpose of this paper is to implement and adapt 
various threshold selection methods such as fixed threshold, 
quantitative threshold, minimum error threshold (Kittler 
method), integral image sum threshold (Bradley method), 
Bernsen method and Niblack method and compare them 
with a proposed method implemented specifically for eye 
image segmentation – the characteristics separation method. 

2. EYE IMAGE SEGMENTATION 
USED IN EYE TRACKING APPLICATIONS 

The experimental results were obtained by analyzing two 
databases. 

The first dataset used for this analysis consists of 184 
infrared (IR) images acquired in laboratory conditions (see 
Fig. 2). These images consist of different pupil positions 
(up/down, left/right) in order to observe the way the pupil 
shape changes from circular to elliptic, depending on the 
filming angle and gaze direction. The images were acquired 
using a modified USB camera with the resolution 
640 × 480 pixels. We modified the camera by replacing the 
light source with LED lights and the camera objective was 
covered with an infrared glass filter. This does not 
influence the camera’s technical parameters (resolution of 
640 × 480 pixels and 30 frames per second acquisition rate). 
This allows us to benefit of the dark pupil technique [8] 
which is characterized by the fact that the cornea has a high 
degree of refraction of IR light, making the pupil the 
darkest region of the eye image. The camera is mounted on 
a frame from a pair of glasses. This assures that the relative 
distance between the eye and the camera does not vary by a 
high amount when used by different subjects. 
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Fig. 1 – Results obtained with Otsu thresholding method. 
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The second dataset consists of 410 IR eye images from a 
publicly available database (CASIA-Iris-Lamp) [9]. The 
database contains a much larger number of images (16212), 
but for this application we have selected only 10 images 
from the each of the first 41 subjects from the database. The 
main characteristic of these images is that the pupil position 
is central, if the subject is looking straight forward, but the 
illumination conditions are different between subjects.  

 
Fig. 2 – Experimental setup used for image acquisition. 

The resolution for the images in this database is 
640 × 480 pixels. In this case the camera was fixed and the 
subject would rest their chin on a support placed in front of 
the camera. The use of the two databases allows us to study 
both the influence of lighting and pupil position when trying to 
identify an adequate segmentation algorithm that can be 
used for real-time eye tracking applications. 

Overall, for both databases, we determined experimentally 
that the number of pixels of the pupil image is never higher 
than 1% of the total number of pixels of the image. This 
value was determined by identifying the ideal pupil area for 
images in both datasets and obtaining the interval 0.3 %–0.8 %. 

We preprocess each image by applying a 3 × 3 smoothing 
filter in order to remove salt and pepper noise due to singular 
dark pixels on white background in the eyelashes and 
eyebrows areas [10]. Another aspect that has to be taken 
into consideration is the presence of the corneal reflection. 
This can lead to low accuracy when analyzing certain images, 
so we remove it completely or partially after we apply the 
segmentation threshold by using pixel dilation followed by 
filling the gaps inside the contour (Fig. 3) [11]. This method 
cannot be used to remove corneal reflection situated on the 
edge of the pupil contour. 

 
Fig. 3 – Simple example of pixel dilation 

from the original image to dilation by one or two pixels. 

2.1. EXPERIMENTALLY DETERMINED FIXED 
THRESHOLD 

The fixed threshold selection is an efficient segmentation 
method, but it has the drawback that the acquired images 
can differ in terms of lighting and physiological parameters, 
leading to the necessity to readapt the threshold for each 
analysis [12]. We determined the optimal value by decreasing 
the threshold value from 0.5 to 0.1 on the normalized gray 
scale until we obtain the best segmentation results. The 
threshold value used for the analyzed datasets was 0.1 
because this value allows for the best degree of separation 
between image components. Fig. 4 presents the segmentation 
results for an image taken as example, with the accuracy 
(Acc) obtained for that image shown in brackets. The accuracy 
value is obtained using formula (15). 

2.2 FIXED QUANTITATIVE THRESHOLD 

The fixed quantitative threshold selection method relies 
on identifying the number of pixels that correspond to the 
pupil contour as a percentage of the total number of image 
pixels [13]. The total number of pixels is defined as: 

Total _pixels = m × n, (1)

where m and n represent the camera resolution (m = 640 
and n = 480). The approximate size of the pupil can be 
found in a 85 × 85 pixels window which represents 0.3 % 
of the total number of pixels in the 640 × 480 image. The 
value 0.5 % is the best compromise in order to retain as 
much as possible of the pupil image and not obtain artifacts 
due to eyelashes and eyebrows. We determine the number 
of pixels that correspond to the pupil contour by using the 
threshold value t = 0.5 % : 

Pupil_pixels = Total_pixels × t, (2)

where Pupil_pixels represents the number of pixels that 
correspond to the pupil contour. 

 
Fig. 4 – Comparison between the real pupil contour and the contour 

obtained by applying a fixed threshold of 0.1 (Acc = 92.61 %). 
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Fig. 5 – Comparison between the ideal contour and the contour 

determined by applying a quantitative threshold t = 0.5 % (Acc = 94.64 %). 

By adding the number of pixels for the lower values of 
the intensities on the gray scale we obtain a sum larger than 
the Pupil_pixels value. The index for which this value is 
surpassed represents the threshold value. Fig. 5 represents 
the segmentation results for the threshold value t = 0.5%. 

2.3. CDF THRESHOLD 

The cumulative distribution function (CDF) is a tool for 
the analysis of the image histogram in order to determine 
the darkest area of the eye image [14]. The filtered image is 
used to determine the CDF based on the following formula: 

( ) ( )∑
=

=
r

w
wpr

0
CDF , (3)

where p(w) is the image histogram which represents the 
probability of the appearance of a gray value of intensity w 
and r is the gray intensity between [0; 255]. 

 
Fig. 6 –The CDF of the eye image histogram. 

The CDF of the image histogram is presented in Fig. 6. 
Based on the CDF values, we modify the pixel intensity 

values I(x, y) as follows: 

( ) 255  if  CDF( ( , ))
,

0 if CDF( ( , ))
I x y T

I x y
I x y T

<⎧
= ⎨ ≥⎩

, (4)

where T is the threshold value of 0.004, used to analyze the 
CDF(I(x, y)), which represents the normalized cumulative 
distribution function. 

The algorithm relies on identifying the minimum gray 
intensity pixels (MIP) which are the dark pixels in the 
image that correspond to the pupil. There is a high 
probability that the MIP can be part of different areas other 
than the pupil (eyebrows or eyelashes), so we compare the 
MIP value to the average value of the intensity of the pixels 
in a 10 × 10 window centered on the analyzed MIP. The 
comparison between the determined contour using this method 
and the ideal pupil contour is presented in Fig. 7 [15]. 

2.4. CHARACTERISTICS SEPARATION METHOD 

The characteristics separation method relies on the fact 
that the pixels that correspond to the pupil contour are the 
darkest pixels in the image. We apply the algorithm for the 
gray scale interval 0 to 125, this interval being sufficient to 
separate the pupil contour from other components in the image.  

We first compute the image histogram for the selected 
interval of the gray scale. We then apply a smoothing filter 
with a moving window with the length equal to 5% of the 
total vector length. We apply the implemented peak detection 
algorithm to the smooth histogram vector elements that 
relies on determining the first derivative of the signal in 
order to obtain the peak values [16] (Fig. 8). We define the 
threshold value that is represented by the index of the 
minimum value between the first identified peak (which 
corresponds to the dark pixels of the pupil contour) and the 
end of the analyzed gray scale interval (gray scale intensity 
125), obtaining the image segmentation presented in Fig. 9. 

 
Fig. 7 – Comparison between the ideal contour 

and the determined contour using the CDF method (Acc = 90.95 %). 
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Fig. 8 –a) Image histogram raw and filtered data; b) determined peak values. 

 
Fig. 9 – Results obtained for the characteristic separation method (Acc = 87.56 %). 

 

2.5. KITTLER MINIMUM ERROR 

The Kittler minimum error selection threshold consists in 
analyzing every gray scale intensity value t over the 
selected interval of the gray scale. The interval was selected 
between 0 and 95 [17] due to the fact that the pixels that 
correspond to the pupil are the darkest pixels in the image. 
We determine the bimodal histograms for two different 
classes represented by the subintervals 0 to t and t + 1 to 95, 
where t takes values from 0 to 95. The two histograms 
represent two different classes of pixels. We determine the 
number of pixels in each class for each gray scale intensity, 
and the standard deviation of each class using the following 
formulas: 

( ) 1
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=
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where 1σ  is the standard deviation of the first class from 0 
to t, Pi represents the number of pixels of intensity i, Gsi 
intensity i on the gray scale, M1 the mean value of the pixels 
intensity and C1 the total number of pixels in the first class.  
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where 2σ  is the standard deviation of the second class for 
the interval t +1 to 95, Pi represents the number of pixels of 
intensity i, Gsi the i value of the intensity of the gray scale, 
M2 the mean value of the pixel intensities in the second 
class and C2 the total number of pixels in the second class. 

Based on the standard deviation values we determine the 
selection criterion of the threshold value based on [18]: 

( ) ( ) ( )( )

( ) ( )( )

1 1 2 2

1 1 2 2

1 2 log log ...

2 log log .

S t C C

C C C C

= + × × σ + × σ −

− × × + ×
 (7)

The minimum value of the elements of the selection 
criterion vector S(t) represents the threshold value used to 
analyze images in the dataset. An example is given in Fig. 10.

 
Fig. 10 – Comparison between the real pupil contour and the results obtained by using the Kittler minimum error (Acc = 94.72 %). 
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Fig. 11 – Comparison between the real pupil contour and the determined contour 

using the Bradley method for integral image sum (Acc = 92.23 %). 

2.6. INTEGRAL IMAGE SUM (BRADLEY METHOD) 

The integral image sum method is realized by determining 
the sum of the intensities of the pixels situated above and to 
the left of each pixel of the analyzed image [19]. Thus, for a 
pixel or point A(x, y) we determine the integral sum as 
follows: 

( ) ( )∑∑
= =

=
x

i

y

j

jiIyxg
1 1

,, , (8)

where g(x, y) is the integral sum for a point A(x, y) and I is 
the analyzed image. 

Implementing this method and adapting it to eye image 
segmentation requires us to analyze a moving window with 
the dimension that approximates the size of the pupil. We 
select this as a wxw window (w = 50 pixels). For each 
window we determine a local integral sum S(x, y) [20]. The 
local sum is determined as follows:  

( ) ( )∑ ∑
+

−=

+

−=

=
cx

cxi

cy

cyj

jiIyxS ,, , (9)

where c=(w – 1)/2.  
The integral image sum method segmentation example is 

presented in Fig. 11. 

2.7 BERNSEN METHOD 

This method is used to determine a local adaptive 
threshold value of an image window with the size wxw, 
where w is selected as 75 pixels. The method consists of 
computing the local minimum and maximum of the 
analyzed window, and then determining the local threshold 
value as the average [21]: 
 ( ) 2/minmax ffTBernsen += , (10) 

where TBernsen is the local threshold value, maxf  is the local 
maximum value and minf  is the local minimum value (Fig. 12). 

The pixels are classified as pupil pixels or background 
pixels based on the local threshold value and the variance 
which is determined using the formula: 

 VarBernsen = fmax – fmin, (11) 

where VarBernsen is the variance and maxf  and minf  have the 
same meaning as the previous formula. 

The pupil pixel classification is verified by comparing 
the threshold value to the variance based on the following 
conditions [22]: 

Bernsen

Bernsen
,

0, if I  and  
1,  if I  and 

Bernsen Bernsen
i

Bernsen Bernsen

T TP
T T

⎧⎪
⎨
⎪⎩

≤ >
=

> ≤
Var
Var  (12)

where Pi is the analyzed pixel i and I is the pixel intensity 
on the normalized gray scale. The example for eye image 
segmentation using Bernsen method is presented in Fig. 12.  

2.8. NIBLACK METHOD 

The Niblack threshold method relies on determining the 
local mean and the standard deviation of a sliding window 
of dimensions w × w [23]. For this analysis we use a 
window of w = 85 pixels, which approximates the pupil 
size. The threshold is determined using the formula: 

 [ ]( ) [ ]( )wwIkwwITNiblack ,,mean δ×+= , (13) 

where NiblackT  is the local threshold value of the window 
I[w, w], δ is the standard deviation of the pixels in the same 
window and k is a constant that is used to scale the 
segmentation results towards the higher or lower spectrum 
of the normalized gray scale. For this application k = 0.9.

 
Fig. 12 – Comparison between the real pupil contour and the determined contour using the Bernsen method (Acc = 90.23 %). 
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Fig. 13 – Comparison between the real pupil contour and the determined contour using the Niblack method (Acc = 77.89 %) 

 

The standard deviation is determined using the formula: 

 [ ]( )( )21 mean ,
NP iP I w wδ = −∑ , (14) 

where NP represents the total number of pixels of the 
analyzed window, Pi is the gray scale intensity of the pixel i 
and the mean value is the same as in formula (13) [24]. 

The Niblack local threshold does not provide information 
about the global attributes of the image, thus an image with 
bad illumination will not be analyzed effectively (Fig. 13). 
Another aspect that has to be taken into consideration is the 
k value which has to be variable in order to obtain good results 
for images with a high variation of gray scale values [25]. 

3. EXPERIMENTAL RESULTS 
The first dataset (DB1) consists of 184 IR (infrared) 

images with the resolution of 640 × 480, and these images 
were used to assess the performances of the image segmentation 
methods. The reference for this analysis is represented by 
the ideal pupil contour determined by manually analyzing 
the used images. The performance is measured as the accuracy 
with which we determine the pupil contour in the image by 
using each method implemented. 

The second dataset (DB2) is a selection of 410 IR images 
from the publicly available database Casia-Iris–Lamp. The 
reference is obtained similarly to the first dataset. 

We classify the image pixels as follows: 
Pupil pixels – dark inner pixels that correspond to the 

pupil contour. The correctly determined pixels are named 
correct_pupil_pixels (CPP) and the pixels determined as 
pupil pixels that are in fact background pixels are named 
False_pupil_pixels (FPP). 

Background pixels – pixels that are part of the image 
background and characterized as light pixels of the binary 
image. Similarly to the pupil pixels, we classify these as 
Correct_background_pixels (correctly identified background 
pixels – CBP) and False_background_pixels (background 
pixels identified as pupil pixels - FBP). 

We determine the overall accuracy of each implemented 
method by using the following formula [26, 27]: 

 [ ] CPPAcc % 100
CPP FPP FBP

= ×
+ +

. (15) 

Table 1 presents the accuracy results obtained, compared 
by means of average values and standard deviation of the 

results over the entire datasets for the confidence interval 
(CI) of 95 %.  

Table 1  

Accuracy results of the implemented segmentation methods for the two 
datasets (DB1 and DB2) 

Method Avg 
Acc % 
DB1 

Std 
DB1(CI 
= 95%) 

Avg 
Acc % 
DB2 

Std DB2 
(CI = 
95%) 

Fixed threshold 83.41 6.78 79.17 13.98 
Quantitative t = 0.5 % 76.04 16.24 88.59 6.51 
CDF 75.87 9.22 56.54 21.46 
Characteristic 
separation 

80.94 6.19 80.86 24.59 

Minimum error Kittler 84.77 17.12 83.87 22.02 
Integral sum Bradley 82.42 6.71 88.96 6.54 
Bernsen threshold 81.92 5.84 85.94 19.43 
Niblack threshold 64.87 12.23 29.86 27.21 

Figures 14 and 15 and the accuracy results presented in 
Table 1 demonstrate the fact that the performances of the 
segmentation methods are influenced by the direction of the 
eye gaze and the angle on which the camera is placed. The 
pupil shape varies from circular to elliptic when the gaze 
changes direction to left/right or up/down (DB1). The 
different type of illumination can also influence these 
results (DB2). 

4. CONCLUSIONS 

The segmentation methods presented in this paper have 
different performances based on mean accuracy and 
standard deviation of this parameter for the analyzed 
datasets of images. This points towards the fact that the 
algorithms suitable for a real time eye tracking application 
are the characteristic separation method, the Bradley and 
Bernsen methods which are adaptive and robust threshold 
selection methods. 

The methods implemented can be divided into subclasses. 
The first subclass is represented by fixed threshold using 
the CDF method and the quantitative method that rely on 
determining a threshold value that will be used to determine 
the pupil contour. For the CDF method the threshold value 
used is T = 0.004. For the quantitative method the 
percentage of pixels that correspond to the pupil is selected 
as p = 0.5 %. The threshold values can be selected in a 
calibration stage for a real time eye tracking application, 
but overall their performances do not indicate that they are 
suited for such applications. 
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Fig. 14 – Comparison between methods in terms of accuracy (first database). 

 

Fig. 15 – Comparison between methods in terms of accuracy (second database). 

The second subclass consists in the analysis of the image 
histogram in order to determine a global threshold value. 
The methods in this subclass are the characteristic 
separation method and the Kittler minimum error method. 
Both these methods have accuracy results over 80% for 
both analyzed databases. The first method determines the 
minimum histogram element value after the first peak value 
that corresponds to the eye pupil. The Kittler method is best 
suited for bimodal histograms, which present a single mini-
mum value. In order to obtain good results using this 
method we have to approximate the image histogram with a 
bimodal histogram by reducing the gray scale interval to a 
suitable value. In our analysis this value is 95 gray intensities.  

The third subclass is represented by the local adaptive 
thresholding methods of integral image sum Bradley, 
Bernsen and Niblack. Of these three methods, the Bernsen 
and Bradley ones have the best performances with accuracy 
over 80% and low standard deviation values for both databases 
analyzed. The third method, Niblack, does not have good 
results, we mean less than 65 % accuracy, because the k 
value has to be variable for images with a high variation of 
gray scale values. 

Overall, the segmentation methods best suited for real 
time eye tracking application based on the results obtained 
are the characteristic separation method for normal situations 
due to the lower runtime for each frame and the integral 
sum Bradley method for situations with fluctuating lighting, 
with the drawback of a higher runtime. 
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