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Recently, particle swarm optimization (PSO) has been lucratively applied to different problems of power system optimization. 
The accurate fault location problems which utilize the distributed parameter line model have complicated functions with 
inequality constraints that make the problem of finding the global optimum difficult utilizing any mathematical method. In this 
paper, fault location method based on the PSO is presented. In this method, asynchronous voltage and current data on both sides 
of transmission line is utilized, and the location of fault and the time required for data synchronization are calculated 
simultaneously by solving an optimization function, using the PSO algorithm. This method is executed based on the distributed 
parameter model of transmission line which fully considers the capacitance effect of the line. In addition, this algorithm is not 
dependent on the type of fault, the fault incidence angle, and the Thevenin equivalent impedances of both sides of the line. The 
proposed method has been evaluated using a variety of faults in various conditions and different fault incidence angles on the 
simulated network in MATLAB/Simulink. The results showed the high accuracy of the proposed method. 
 

1. INTRODUCTION 

The particle swarm optimization (PSO) has been 
recommended by [1] based on the similarity of swarm of 
bird and school of fish. The algorithm, which is based on a 
metaphor of group relations, explores a space by regulating 
the paths of moving particles in a multidimensional space 
[2, 3]. The main characteristics of the PSO algorithm are: 
simple idea, easy execution, robustness to control 
parameters, and efficiency in calculation compared with 
mathematical methods and other heuristic optimization 
methods [4].  

PSO have been successfully employed for diverse 
problems of power system optimization such as power 
system stabilizer design [5], reactive power and voltage 
control [2], dynamic security border recognition [6], 
efficiency improvement of vector controlled surface 
mounted permanent magnet synchronous motor drive [7], 
and optimal var dispatch [8].   

Accurate fault location methods reduce the operating 
costs of the system and increase the system reliability. In 
transmission lines, a small percentage of error in 
computations leads to many miles of errors in fault location 
and long-term patrols for finding the fault location 
especially in the difficult to pass areas with bad weather. So 
far, a great number of fault location methods have been 
introduced for the transmission lines [9–30]. Some of them 
use the data obtained from one line terminal [9–17] and 
others use the data obtained from two terminals of the line 
[18–30]. The methods that use the data obtained from two 
line terminals are not dependent on the Thevenin equivalent 
impedance of both line sides, fault incidence angle and fault 
resistance; however, some of them need the synchronous 
data on both line sides [18–21]. Global positioning system 
(GPS) signal is required for data synchronization in these 
methods. However, when the GPS signal is lost, these 
methods are not useable. In order to solve this problem, a 
variety of methods has been introduced that use the 

asynchronous data of both line sides [22–30]. Some of the 
proposed algorithms use the lumped model of the 
transmission line for fault location that is not sufficiently 
accurate for the long lines. Therefore, some of these studies 
use the distributed model of the transmission line [23–27, 
29]. However, these methods extract the main frequency 
component of the voltages and/or currents for the fault 
location and consequently, need a filter for separating the 
main component [31]. The frequency response of the filter 
and decaying dc component affect the accuracy of these 
algorithms, too. Using differential equations [32], the 
distributed time domain model of the transmission line is 
obtained which can be used to determine the location of 
fault [22, 33]. The distributed time domain model of 
transmission line fully considers the capacitance effect of 
the transmission line. Also, the time domain fault location 
method does not need to extract the main frequency 
component of measurements by the filter as samples in the 
data window during fault are taken into account. So, the 
distributed parameter line model in the time domain 
guarantees high accuracy of the fault location method. 

On the other hand, employing the distributed parameter 
line model, the fault location problems with point of fault 
and synchronization time effect can be considered as a 
complicated optimization problem with inequality 
constraints that make the problem of finding the global 
optimum difficult utilizing any mathematical method. Thus, 
the PSO algorithm, considering its significant features, is 
employed to solve the problem. 

In this paper, an accurate algorithm is presented to the 
fault location problem using the PSO. The distributed 
parameter model of the transmission line in the time 
domain has been utilized in the proposed method which in 
turn enables the algorithm to generate high accurate results. 
In addition, this method does not require the synchronization 
of the samples recorded in both line sides. For evaluating 
the proposed method, a 300 km/500 kV transmission line 
was selected, and different faults in various conditions of 
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the system with different synchronization angles were 
simulated. The results showed the high accuracy of the 
proposed method and the lack of the dependence on the 
parameters of the fault and system conditions.  

2. FAULT LOCATION ALGORITHM 

Fig. 1 shows the single-phase model of a three-phase 
transmission line with the distributed parameters [32, 33]. 
In Fig. 1, systems A and B represent Thevenin's equivalent 
of the external networks. A and B denote the beginning and 
the end terminals of the line, and it is assumed that a fault 
with a resistance of RF has occurred on the point F that is 
located at a distance of x from the beginning of the line. 
Registered samples at the beginning and at the end of the 
line are sent for fault locator. However, data of the 
beginning of the line are delivered to the fault locator with a 
delay of t0 compared with the data of the end of the line, 
and t0 is unknown. 

In order to obtain the voltage of the fault point using the 
voltage and current of bus A, equation (1) can be employed 
[33]: 
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where 
vA, iA – voltage and current of the bus A, respectively; 
vFA – voltage of the left side of the fault point; 
Z – surge impedance of the line; 
c – speed of the wave propagation; 
R– per unit line length resistance. 
Moreover, a similar equation as the equation (1) is obtained 

for the section FB and the right voltage of the fault vFB is 
expressed as a function in terms of  the recorded voltage and 
current at the end of the line (bus B) in the time domain: 

 
Fig. 1 – Single-phase model of a three-phase transmission line 

with distributed parameters. 
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(2) 

where: vB, iB – voltage and current of the bus B, 
respectively; L – length of the line from bus A to B. 

Since the rupture and separation have not occurred along 
the line, vFA and vFB voltages are equal; therefore the 
difference between them equals to zero: 

vFA– vFB = 0. (3) 

By substituting formulas (1) and (2) in (3), the following 
equation is achieved: 

g(t, x, t0) = 0. (4) 

By replacing each sample recorded during the fault 
occurrence in the above equation, it can be seen that this 
equation equals to zero only in the real place of the fault 
and in the accurate real time of t0. Therefore, the following 
relationship is obtained by making the equation (4) discrete: 

g(n, x, t0) = 0,  (5) 

where: n∆t = t; n – an arbitrary number; ∆t – interval 
between two consequent samples. 

Using the above formula, N equations are obtained in 
which there are only two unknowns of t0 and x (N – number 
of the recorded samples during the fault occurrence). The 
following optimization problem is obtained for calculating 
these two unknowns using the method of least square 
estimation: 
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where: t0Min, t0Max: upper and lower limits of t0, respectively. 
Using the PSO algorithm for solving the optimization 

problem (6), those two unknowns (fault location and time 
t0) are calculated. This formula is considered as the fitness 
function in the PSO algorithm which is discussed in the 
following section. 

3. SUMMARY OF THE PSO ALGORITHM 

3.1 THEORETICAL BASIS 

The PSO algorithm created from observations on foraging 
activities of birds and their group intelligence [1].  

Information is sent and contributed to other partners by a 
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bird while foraging for food. Consequently, according to 
their personal best knowledge and the swarm’s best 
knowledge, birds maintain adjusting their path to find food 
for each individual. So, the bird swarms wing to a similar 
path. For the reason that the PSO has four features (simple 
idea, easy execution, robustness to control parameters, and 
computational efficiency), it can reach convergence quickly 
and achieve a good result. The PSO algorithm is employed 
to solve many problems such as industrial load scheduling, 
routing optimization, traveling salesman problem, complex 
non-linear optimization problems [34, 35], and low specific 
absorption rate path discovery in wireless body area 
networks [36]. 

3.2. PARTICLES INITIALIZATION  

The PSO starts by creating a number of initial particles to 
be spread randomly within the solution space. Moreover, 
the PSO is distinguished by its capability to handle multi-
variable problems for locating best result in the search 
space. In the PSO algorithm, each particle has its own 
position and velocity. Each position in the search space has 
a fitness quantity and represents a probable solution to the 
problem. Velocity stands for the speed and direction, based 
on which a particle modify its position in the next iteration. 
The mathematical symbols are as follows:  

0
iV , 0

iX – primary velocity and position of particle i, 
respectively. 

The following strategy is used in creating the initial place 
of each particle, randomly:  

0 0 0
0( , )i iiX x t=  

where: 0 0
0 0Min 4 0Max 0Min3 ; ( );i i iix r L t t r t t= = + −  r3i, r4i –

 random numbers between 0 and 1, for each i. 
The velocity of each particle is also determined, 

randomly which is similar to choosing the initial position of 
each particle.  

The developed initialization method always guarantees to 
produce particles satisfying the constraints while 
maintaining the idea of the PSO algorithm.  

3.3. FITNESS FUNCTION 

A fitness function such as (6) is defined as a 
mathematical expression. The final goal is to obtain a point 
(or here a particle) which optimizes the function. By 
substituting a particle location into the fitness function, 
fitness quantity can be achieved to determine the qualities 
of the particle. Mathematical symbols are as follows:  

J – fitness function; 
)( k

iXJ – fitness quantity of particle i at the kth iteration, 
where: X = (x, t0). 

 

3.4. VELOCITY AND LOCATION UPDATES 

In the first version of PSO, each particle changes its own 
velocity and location according to its present velocity, the 
locations of the local best and global best results. The 
velocity that is created toward the local best and the global 
best locations multiplied to random numbers can identify 
the velocity of the particle in the next iteration: 
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where: k – kth iteration; 
k

iV , k
iX – velocity and location of particle i at the kth 

iteration, respectively; 
k

iP – personal best location of particle i at the kth 
iteration; 

k
gP  – best location of all particles at the kth iteration; 

c1, c2 – coefficients of speeding up between 0 and 4; 
r1, r2 – random numbers between 0 and 1. 

The initial k
iP of particle (i.e k = 0) is determined as the 

initial position of particle and the initial k
gP  (i.e k = 0) is set 

as the position of a particle with minimum output of (6).  
Constant inertia weight [37] is an idea that a particle goes 

around considering a weight of velocity (w). Thus, the 
velocity renews as: 
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3.5. SEARCH PROCEDURE 

For the duration of the search procedure, the locations of 
each particle with the better fitness quantity are saved. 
Comparing the fitness quantity of the location reached by 
the particle at the (k + 1)th iteration with )( k

iPJ , the fitness 
quantity of the local best result is obtained. Assuming the 
fitness quantity of the new location is better than that of the 
local best result, the location reached by the particle and its 
fitness quantity will be utilized to renew the fitness quantity 
and location of the local best result. The fitness quantity of 
the new position reached by the particle at the (k+1)th 
iteration is compared with that of the global best result. 
Assuming the fitness quantity of the new location is better 
than that of the global best result, the location reached by 
the particle and its fitness quantity will be utilized to renew 
the fitness quantity and the location of the global best 
result. 

3.6. STEPS FOR IMPLEMENTATION 

1) Initialize particles (with random velocities 0
iV  and 

locations 0
iX ) in the search space considering constraints. 

2) Determine )( 0
iXJ , the fitness quantity of all particles 

using the fitness function, and determine the local best 0
iP  

and the global best 0
gP . 

3) Explore in the space. 

4) Renew k
iP and k

gP . 

5) Renew the location and velocity of all particles. 
6) Return to Step 3 until stopping criteria is achieved.  



4 Fault location using asynchronous data recorded at line terminals  
 

151

4. EVALUATION 
OF THE PROPOSED LOCATION METHOD 

The proposed fault location algorithm is evaluated using 
the data obtained from the simulation in 
MATLAB/Simulink. To this end, a variety of simulations 
with different power system conditions has been carried 
out. The simulated system includes a 500 kV and 300 km 
transmission line. The main parameters of this power 
system are presented in the Appendix. For determining the 
accuracy of the proposed method, location error is defined 
based on the percentage of the line length: 

[ ]% Error
Calculated distance Actual distance = 100.

Line length

=
−

⋅
 (10)

Data obtained from the simulation in 
MATLAB/Simulink are normally synchronous. To evaluate 
the proposed method, the delay time t0 is produced for the 
measured voltages and currents of the bus A compared with 
the measured data of the bus B. Various conditions, 
including the various types of fault, different fault locations 
and different fault incidence angles have been considered in 
simulations. It should be noted that the minimum interval of 
the sampling should be more than twice the wave 
transmission time from the beginning to the end of the line, 
and samples registered in quarter of a cycle during fault 
were used. Meanwhile, for solving the optimization 
problem (6), the lower and upper limits of t0 are 
respectively proportional to the –45° and 45° synchronous 
angle (–2038 μs and 2038 μs). In addition, to select a 
suitable stopping criterion which might be the maximum 
number of function evaluation in PSO algorithm, a variety 
of tests were carried out. Finally, the maximum number of 
2 000 with population size of 100 resulted in accurate 
outcomes. 

4.1. INFLUENCE OF THE FAULT TYPE 
AND LOCATION 

The method presented in this paper is capable to find the 
location of the various types of the faults occurred in 
different points of the transmission line. Simulation studies 
for fault location of transmission lines undergoing various 
fault types are reflected in Table 1. For A-G, ABC-G, BC-
G, and AC fault types (A, B, C phases, G ground), the fault 
resistance is considered to be 5 Ω whereas a value of 20° is 
considered for synchronization angle of the two-end data 
and the fault incidence angle is 40°. It can be observed that 
the fault location is highly accurate for all fault cases, and 
the maximum absolute error is kept below 0.07 % for the 
results reflected in Table 1.  

4.2. INFLUENCE OF THE FAULT RESISTANCE 

Fault resistance is one of the main parameters which 
influence on the precision of fault location methods. Thus, 
to evaluate the impact of fault resistance, simulations have 
been executed for various fault resistances (1, 10, 50 and 
100 Ω) with several fault types. Simulation results are 
shown in Table 2. According to this table, it can be 
concluded that the fault locator gives an inherently high 
accuracy for various fault resistances.  

Table 1 
The error percentage of the presented technique 

for different fault types and locations  

Fault type
Actual 

location of 
fault (km) 

Calculated 
Synch. Angle 

(degree) 

Calculated 
location 

of fault (km) 
Error (%)

30 20.2 30.2 0.067 
90 20.2 89.9 –0.033 

160 20.2 160 0 
200 20.2 200.1 0.033 

A-G 

260 20.2 259.9 –0.033 
30 20.07 30.2 0.067 
90 20.07 89.9 –0.033 

160 20.07 160 0 
200 20.07 200.1 0.033 

ABC-G 

260 20.07 259.9 –0.033 
30 20.2 30.2 0.067 
90 20.2 89.9 –0.033 

160 20.2 160 0 
200 20.2 200.1 0.033 

BC-G 

260 20.2 259.9 –0.033 
30 20.07 30.2 0.067 
90 20.07 89.9 –0.033 

160 20.07 160 0 
200 20.07 200.1 0.033 

AC 

260 20.07 259.9 –0.033 

Table 2 
The error percentage of the presented technique 

for different fault resistances 

C-G AB-G BC Fault 
Resistance 

Actual location 
of fault (km) 

Fault Location Error (%) 
80 –0.067 0.033 0.067 
170 0.033 0 0.033 RF = 1 Ω 
250 0.067 0.067 –0.033 
80 0 0.067 –0.067 
170 –0.033 0.033 –0.067 RF = 10 Ω 
250 0.067 0 0.033 
80 –0.033 –0.067 0.033 
170 0 –0.067 0.067 RF = 50 Ω 
250 –0.033 0.033 0 
80 0.067 –0.067 0.067 
170 0.033 0.067 –0.033 RF = 100 Ω 
250 0.067 0 –0.033 

4.3. INFLUENCE OF THE FAULT INCIDENCE ANGLE 

Fault incidence angles influence on transients of the 
faults. As a result, they influence on the fault location 
algorithms which straightly depend on the created 
transients.  

The proposed fault location technique uses transient data, 
forms N equations as expressed in (5), and then minimizes 
the objective function which is achieved based on these 
equations, as in (6) using PSO algorithm. So, the accuracy 
of proposed technique is not corrupted by fault incidence 
angles, as the results in Table 3 reveal. In this table, 
incidence angles of 0°, 45° and 90° have been chosen to 
demonstrate the results of the fault location while the fault 
resistance is set to 2 Ω, and the synchronization angle is 
considered to be –20°. As Table 3 demonstrates, there is no 
incidence angle for which the proposed scheme is 
unsuccessful to locate the fault. Also, the maximum 
absolute error is 0.067 % which is definitely acceptable. 
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Table 3 
The error percentage of the presented technique 

for different fault incidence angles  

Incidence 
angle=0○ 

Incidence 
angle=45○ 

Incidence 
angle=90○ Fault 

type 

Actual 
location of 
fault (km) Fault location error (%) 

35 0.033 0.033 0.033 
95 –0.067 –0.067 –0.067 

165 0 0 0 
205 –0.033 –0.033 –0.033 

B-G 

265 0 0 0 
35 0.033 0.033 0.033 
95 –0.067 –0.067 –0.067 

165 0 0 0 
205 –0.033 –0.033 –0.033 

AC-G 

265 0 0 0 
35 0.033 0.033 0.033 
95 –0.067 –0.067 –0.067 

165 0 0 0 
205 –0.033 –0.033 –0.033 

AB 

265 0 0 0 

4.4. INFLUENCE 
OF THE SYNCHRONIZATION ANGLES 

To further analyze the scheme, different synchronization 
angles have been added to the recorded data at terminal A 
compared to the recorded data at terminal B obtained from 
MATLAB/Simulink. Table 4 shows the fault location 
results for different synchronization angles (SAs) and 
various fault types with 30° incidence angle and 5 Ω fault 
resistance happening at different distances from terminal A. 
As it can be seen from this table, the maximum absolute 
error is 0.067 %.  

Table 4 
The error percentage of the presented technique 

for different synchronization angles 

SA= 
–25○ 

SA = 
–13○ 

SA= 
15○ 

SA= 
27○ Fault type 

Actual 
location of 
fault (km) Fault Location Error (%) 

20 0.067 –0.033 0.033 0.067 
110 0.067 0 0.033 0.067 
220 0 0.2 0 0 

C-G 
 

270 0.033 –0.033 –0.067 0.033 
20 0.067 –0.033 0.033 0.067 

110 0.067 0 0.033 0.067 
220 0 0.067 0 0 

ABC-G 

270 0.033 –0.033 –0.067 0.033 
20 0.067 –0.033 0.067 –0.067 

110 –0.033 0.067 0 –0.067 
220 0.067 0.067 0.067 0.067 

AB-G 

270 0.033 0.033 0.033 –0.033 
20 0.067 –0.033 0.067 –0.067 

110 –0.033 0.067 0 –0.067 
220 0.067 0.067 0.067 0.067 

BC 

270 0.033 0.033 0.033 –0.033 

4.5. INFLUENCE 
OF SOURCE IMPEDANCE VARIATION 

Since power system is a dynamic system, changing the 
source impedance ratio (SIR), may affect sensitivity, 
selectivity and accuracy of the protection system [38].  

For investigating the impact of source impedance 
variation on the accuracy of the presented technique, source 
impedance at terminal A, terminal B or both of them have 
been varied. Fault location results for B-G fault occurring at 
five distances (25, 105, 185, 235, and 285 km from terminal 
A) with –15° synchronization angle and fault resistance of 
10 Ω have been shown in Table 5. As observed in this table, 
source impedance changes have an insignificant impact on 
the fault location precision. This was probable since the 
presented method is independent of the source impedances 
when the fault location equations and optimization problem 
are derived. 

The fault-location errors presented in this paper have 
been compared with the existing study in [25–27]. The 
maximum fault location errors reported in [25–27] is 0.2 %, 
0.12 %, and 0.15 % respectively, whereas in the presented 
study, as concluded from Tables 1–5, the maximum 
absolute of the fault location error is 0.067 %.  

5. CONCLUSION 

This paper proposes a PSO-based fault location method 
when unsynchronized measurements are available from two 
sides of the line. Shunt capacitance effect of the 
transmission lines is fully considered employing the 
distributed time-domain model of the transmission line. As 
a result, higher precision is obtained for the presented 
algorithm compared to the previously published papers. In 
order to confirm the efficiency of the method, validation 
tests have been utilized which verify the high accuracy of 
the proposed technique such that the maximum absolute of 
the fault location errors has been kept below 0.07 % of the 
line length. Sensitivity tests have also been carried out to 
study the effects of fault‘s type, resistance and inception 
angle, as well as the sources’ impedances and data 
synchronization angle at the terminals, which demonstrate 
that the location accuracy is not affected by these 
parameters. 

Table 5 

The error percentage of the presented technique 
for various source impedances 

Source 
impedance 
variation 

Actual location of 
fault (km) 

Calculated location 
of fault (km) Error (%) 

25 25.2 0.067 
105 105 0 
185 184.9 –0.033 
235 235.1 0.033 

+50% at A 
Terminal 

285 285.2 0.067 
25 25.2 0.067 
105 105 0 
185 184.9 –0.033 
235 235.1 0.033 

+50% at B 
Terminal 

285 285.2 0.067 
25 25.2 0.067 
105 105 0 
185 184.9 –0.033 
235 235.1 0.033 

+50% at A 
Terminal 

and +50% at 
B 

Terminal 285 285.2 0.067 
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APPENDICES  

Power system: 
Nominal voltage of power system: 500 kV  
Nominal frequency of power system: 60 Hz 
Phase angle between voltage sources: 20○ 

Transmission line: 
Zero-sequence: 
R0= 0.275 Ω/km, L0= 3.4505998 mH/km, C0= 8.5 nF/km 
Positive- and negative-sequence: 
R1= 0.0275 Ω/km, L1=1.002768 mH/km, C1=13 nF/km. 

Received on March 16, 2016 
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