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Signal coding, as the process of obtaining a suitable digital representation of signals, is an important aspect of modern telecommunication environment. To attain desirable signal quality, keeping the relevant signal attributes, while diminishing the signal distortion, different quantizers, their parametrization and coding methods, are suggested. In this paper we address the contemporary applications, the effectiveness of the proposed robust quasilogarithmic quantizer solution can be recognized as the inferencing using the compressed models.

part of the ubiquitous optimization task. A growing interest in deep neural network (DNN) is directed towards to the efficient approximation by the Laplacian probability density function. With the increasing widespread quantization deployment in many iterative method for the support region threshold determination, as the segment of good parametrization for robust µ-law analysis and synthesis of natural or artificial speech signals, which are related to signal processing, including signal transmission and recognition.

Speech is indeed the simplest and the most efficient mean of human communication. Legacy voice is mature, robust and high performing. Voice service continues to be globally forecasted as the challenge that traditionally has a relatively predictable and small use of bandwidth, but requires real time transmission.

Nowadays, different applications utilize many modules which are related to signal processing, including signal analysis and synthesis of natural or artificial speech signals, additional signal enhancement, signal coding and compression. The Internet of Things (IoT) aims to leverage on devices with the ability to communicate with corresponding devices, using Internet. With the revolution of telecommunications, the number of connected devices has already exceeded the world’s population and is increasing exponentially, with an optimistic further growth trend [1].

Correspondingly, the existing challenges, associated with network traffic handling and capacity limitation, numerous advanced solutions has been offered to support the successful deployment of massive IoT and 5G [2–5]. Surely, these state-of-the-art solutions provide more efficiency to manage the data having the users, individual types of accesses or services into focus. Apart from scaling existing network infrastructures, the increasing demands of user applications have pulled up the explosive data traffic. As communication services evolve, a variety of novel technologies are laboring to improve the communication system performances, bringing about larger data transmission, with the optimized data rate [6].

In overall digital signal processing, quantization of any kind of signal, has undeniably important role. The main hurdles to the speech quantization is primarily, the unpredictable nature of speech signals. Well-designed quantizer reduces the potential influence of unpredictable statistical characteristics of the speech signals to the speech quality, thereby, contributing to increased robustness.

As well known, the data compression models can assume a source of information with known input statistical properties. We assume here Laplacian probability density function, which is widely accepted as a good approximation, for the distinctive attributes of speech and audio signals [7]. Hence, tuning for some of predominant quantizer’s parameter for Laplacian source is facilitated, according to the fact, that many attributes, as the compression function, can be expressed in closed form.

Laplacian distribution can be used for analysis of symmetric bell-shaped data, such as activation tensors used in deep learning models [8]. Having the low-precision scheme that involves a floating-point to integer conversion [8] at the forefront, there is an emphasis on the optimization from the standpoint of the analytical clipping.

Analytical clipping for integer quantization (ACIQ) entails the optimized clipping value assessment. The main trade off in clipping process is, making the dynamic range large enough to accommodate the activation tensor values, while keeping this dynamic range small enough to minimize the quantization effects. Despite a possible degradation in activation tensors prediction, the proposed clipping approach is particularly beneficial for implementing in models with the extreme memory requirements, such as mobile devices and embedded systems [9].

The clipping process formulation reminiscent of the support region determination, while the same objective is to make the mean-square quantization error (MSE) negligible [8]. By normalizing the inputs in neural network (NN), having a zero mean and unit variance, one can effectively obtain more appropriate learning of the optimal outcomes, while avoiding overshooting and optimal outcomes mismatch [10, 11].

We attempt to tackle the possible clipping value by suggesting simple method for its offline calculation, which can be stored for retrieval. Our anticipation is that, such a precalculated value can be leveraged in deterministic quantization process [9]. It is worth emphasizing that
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optimal clipping is a part of ubiquitous optimization task for quantized neural network (QNN), that alleviate performance degradation influenced by the quantization.

In this paper, we focus particularly on quasilogarithmic quantizer and its clipping value is henceforth referred to as support region. Subsequently, the precise goal is to determine simple formula for the support region of quasilogarithmic quantizer, having in mind the influence of the accuracy of its determination on the total distortion, introduced in the quantization process. Beside the foregoing effort, of particular interest is to offer a simple manner for determining the support region threshold, as a part of overall quantizer parametrization task.

The rest of the paper is organized as follows. Section 2 recalls some basic facts about importance of the support region determination and offers an iterative method for its calculation, for quasilogarithmic quantizer, designed for the Laplacian source and an arbitrary compression factor. The achieved numerical results are the topic discussed in Section 3. Finally, Section 4 concludes the paper by summarizing the contribution achieved in this paper. Additionally, in Section 4, we offer motivation for our simple solution, by defining the use cases and possible further challenges.

2. SUPPORT REGION OF THE QUASILOGARITHMIC QUANTIZER DESIGNED FOR THE LAPLACIAN PDF

Signal coding refers to the process of extracting and transforming of the raw analog information from the signal, into digitally coded representations, to facilitate the access to descriptive and invariant attributes of this signal [12]. Signal decoding, as the reciprocal process of the signal coding, has the main task to obtain, close to an original analog signal on the receiver end. Furthermore, signal companding method, based on A-law or μ-law tries to represent any signal, using a few bits whenever possible, by minimizing distortion, formed from the granular and the overload distortion, that behave different according to various quantizer parametrization [12].

For a quasilogarithmic quantizer model wherein \([-x_{\text{max}}, x_{\text{max}}]\) defines the \(\mu\)-law quantizer’s support region threshold, the expression for the total distortion is given by [12, 18]:

\[
D(Q_{\mu}) = C \left[ \frac{x_{\text{max}}^2}{\mu} + \frac{\sqrt{2} x_{\text{max}}}{\mu} + 1 \right] + \exp\left( -\sqrt{2} x_{\text{max}} \right),
\]

(2)

where \(C = \ln(\mu(1+\mu)/3N^2)\) is a constant.

By minimizing distortion, that is by setting the first derivate of the so obtained distortion \(D(Q_{\mu})\) with respect to \(x_{\text{max}}\) equal to zero:

\[
\frac{\partial D(Q_{\mu})}{\partial x_{\text{max}}} = \frac{2C x_{\text{max}}}{\mu} + C\sqrt{2} - \sqrt{2} \exp\left( -\sqrt{2} x_{\text{max}} \right) = 0.
\]

(3)

We derive the following expression for the optimal support region threshold of the considered quasilogarithmic quantizer:

\[
x_{\text{max}} = \frac{1}{\sqrt{2}} \ln \left[ \frac{1}{C \left( \frac{\sqrt{2} x_{\text{max}}}{\mu} + 1 \right)} \right].
\]

(4)

Obviously, in order to determine \(x_{\text{max}}\) the application of an iterative numerical method is required:

\[
x_{\text{max}}^{(i)} = \frac{1}{\sqrt{2}} \ln \left[ \frac{\mu}{C \left( 1 + \frac{\sqrt{2} x_{\text{max}}^{(i-1)}}{\mu} \right)} \right].
\]

(5)

The performances of optimal companding quantizer for memoryless Laplacian source has been ascertained [19], by
applying the simple compression algorithm with an additional bit rate improvement. However, robustness of the optimal companding quantizer on the changing variance of the input signal is much smaller compared to the companding quantizer we consider here.

It is worth mentioning that in [19], three analytical estimates of the optimal maximal signal amplitude have been derived. Accepting that an optimal distortion estimation task is fulfilled by minimizing the MSE, one of estimates has been pointed out as suitable for practical applications [19].

To accelerate the estimation of $x_{\text{max}}$, we initialize the iterative algorithm using the support region threshold $t_{\text{max}}^{(3)}$ obtained in [19]:

**Step1.** The initialization of the algorithm:

$$t_{\text{max}}^{(3)} = \frac{3}{\sqrt{2}} \ln(N+1),$$

$$x_{\text{max}}^{(1)}(0) = t_{\text{max}}^{(3)} = \frac{1}{\sqrt{2}} \ln\left(\frac{\mu^2}{C}\right),$$

$$= \frac{1}{\sqrt{2}} \ln\left(\frac{\mu^2}{C}\right) + \frac{1}{\sqrt{2}} \ln\left(\mu + 3 \ln(N+1)\right). \quad (6)$$

**Step2.** Computation of new threshold value $x_{\text{max}}^{(2)}$ using (5):

$$x_{\text{max}}^{(2)} = \frac{1}{\sqrt{2}} \ln\left(\frac{\mu^2}{C}\right) + \frac{1}{\sqrt{2}} \ln\left(\frac{\mu + 3 \ln(N+1)}{\mu + 3 \ln(N+1)}\right). \quad (7)$$

**Step3.** Interruption of the iteration method with the estimation of relative error defined as:

$$\delta[\%] = \left|\frac{x_{\text{max}}^{(2)} - x_{\text{max}}^{(1)}}{x_{\text{max}}^{(2)}}\right| \times 100. \quad (8)$$

3. **THE NUMERICAL RESULTS**

In this section, we discuss the appropriateness of the suggested support region determination solution. Also, our objective is to ascertain and summarize the influence of $x_{\text{max}}$ on the performances of quasilogarithmic quantizer.

The particular idea of determining such a simplified asymptotic formula originate from the fact that $t_{\text{max}}^{(3)}$ estimation given in [19], is close to an optimal. Because of the prominence of this good initial estimation, the outcome of further finely tuned, iteratively calculated value for $x_{\text{max}}$, is expectedly good.

In Figs. 1–3 overall distortion is plotted for a large, medium and small compression values $\mu$ ($\mu = 255$, $\mu = 100$, $\mu = 10$), as the function of $x_{\text{max}}^{(0)}$, $x_{\text{max}}^{(1)}$ and $x_{\text{max}}^{(2)}$. The marked points on the curve are corresponding values for the $x_{\text{max}}^{(0)}$, $x_{\text{max}}^{(1)}$ and $x_{\text{max}}^{(2)}$, calculated for the range of quantization levels $N$ ($N = 16, 32, 64, 128, 256, 512, 1024$).

In what follows we analyze the curve/curve overlapping and discuss the intersection and partial overlapping along the finite part of their length. Note that curve overlapping is an illustrative indicator and hence, the convergence of the iterative process is better, when the overlapping is higher.
The above Fig. 1, for \( \mu = 255 \), depicts curves for \( x_{\text{max}}^{(2)} \) and \( x_{\text{max}}^{(1)} \) that intersect \( x_{\text{max}}^{(0)} \) curve for \( R \) between 4 bit/sample and 5 bit/sample. Used curve's colors, help distinguish the curves involved in an intersection, while blending of the colors is sufficient to discern almost completely overlapping for \( x_{\text{max}}^{(2)} \) and \( x_{\text{max}}^{(1)} \) curves while \( \mu = 255 \).

One can notice a good overlapping of \( x_{\text{max}}^{(2)} \) and \( x_{\text{max}}^{(1)} \) curves for \( \mu = 100 \). It is also noticeable that for \( \mu = 10 \) partial overlapping for \( x_{\text{max}}^{(2)} \) and \( x_{\text{max}}^{(1)} \) along the finite part of their length is achieved for \( R \) ranging from 7 bit/sample to 10 bit/sample.

Namely, if the initial value of \( x_{\text{max}}^{(0)} \) for the suggested iterative method is equal to \( x_{\text{max}}^{(0)} = 1/\sqrt{2 \cdot \ln(\mu / C)} \), which is obtained from an approximate closed-form formula for the support region threshold of the quasilogarithmic quantizer given in [18], the threshold value \( x_{\text{max}}^{(1)} \) can be calculated as:

\[
\begin{align*}
\Rightarrow \quad x_{\text{max}}^{(1)} & = \frac{1}{\sqrt{2}} \ln \left( \frac{\mu}{\ln(\mu / C)} \right) \\
& = x_{\text{max}}^{(0)} - \frac{1}{\sqrt{2}} \ln \left( \frac{\mu}{\ln(\mu / C)} \right)
\end{align*}
\]

(9)

As listed in Tables 1–3 according to (6), (7), (8), (9) and (10), both iterative methods exhibit very fast convergence. Notice that the initial value of \( f_{\text{max}}^{(3)} \) is not influenced with the compression factor \( \mu \). Namely, that is confirmed by the same initial values of \( x_{\text{max}}^{(0)} \) regardless of \( \mu \).

Comparing \( x_{\text{max}}^{(2)} \) and \( x_{\text{max}}^{(2)} \) for \( \mu = 255 \) and \( \mu = 100 \) (according to Table 1 and Table 2), one can notice match up to third decimal place, while for \( \mu = 10 \) (Table 3) the matching is achieved up to the second decimal place.

While essentially the support region threshold value is predominantly influenced by \( x_{\text{max}}^{(0)} = 1/\sqrt{2 \cdot \ln(\mu / C)} \), and \( x_{\text{max}}^{(2)} \), as an initial guess, is reasonably close to the \( x_{\text{max}}^{(0)} \), an iterative process converges very fast. For the simplicity purpose, we assumed that the \( x_{\text{max}}^{(2)} \) finding can be accomplished after only one iteration.

### Table 1

Iterative values of Support region threshold for two different initialization (\( \mu = 255 \))

<table>
<thead>
<tr>
<th>( \mu = 255 )</th>
<th>( x_{\text{max}}^{(0)} )</th>
<th>( x_{\text{max}}^{(1)} )</th>
<th>( x_{\text{max}}^{(2)} )</th>
<th>( x_{\text{max}}^{(3)} )</th>
<th>( x_{\text{max}}^{(4)} )</th>
<th>( x_{\text{max}}^{(5)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R = 5 )</td>
<td>7.4172</td>
<td>7.1454</td>
<td>7.1465</td>
<td>7.17395</td>
<td>7.1464</td>
<td>7.1465</td>
</tr>
<tr>
<td>( R = 6 )</td>
<td>8.8552</td>
<td>8.1203</td>
<td>8.1231</td>
<td>8.15420</td>
<td>8.1229</td>
<td>8.1231</td>
</tr>
<tr>
<td>( R = 8 )</td>
<td>11.7714</td>
<td>10.0700</td>
<td>10.0763</td>
<td>10.11472</td>
<td>10.0761</td>
<td>10.0763</td>
</tr>
<tr>
<td>( R = 9 )</td>
<td>13.2376</td>
<td>11.0449</td>
<td>11.0529</td>
<td>11.09498</td>
<td>11.0528</td>
<td>11.0529</td>
</tr>
</tbody>
</table>

### Table 2

Iterative values of support region threshold for two different initialization (\( \mu = 100 \))

<table>
<thead>
<tr>
<th>( \mu = 100 )</th>
<th>( x_{\text{max}}^{(0)} )</th>
<th>( x_{\text{max}}^{(1)} )</th>
<th>( x_{\text{max}}^{(2)} )</th>
<th>( x_{\text{max}}^{(3)} )</th>
<th>( x_{\text{max}}^{(4)} )</th>
<th>( x_{\text{max}}^{(5)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R = 4 )</td>
<td>6.0102</td>
<td>5.7337</td>
<td>5.7363</td>
<td>5.7914</td>
<td>5.7357</td>
<td>5.7363</td>
</tr>
<tr>
<td>( R = 5 )</td>
<td>7.4172</td>
<td>6.7011</td>
<td>6.7076</td>
<td>6.7717</td>
<td>6.7070</td>
<td>6.7076</td>
</tr>
<tr>
<td>( R = 6 )</td>
<td>8.8552</td>
<td>7.6685</td>
<td>7.6791</td>
<td>7.7319</td>
<td>7.6784</td>
<td>7.6790</td>
</tr>
<tr>
<td>( R = 7 )</td>
<td>10.3092</td>
<td>8.6359</td>
<td>8.6507</td>
<td>8.7322</td>
<td>8.6498</td>
<td>8.6506</td>
</tr>
<tr>
<td>( R = 9 )</td>
<td>13.2376</td>
<td>10.5714</td>
<td>10.5942</td>
<td>10.6927</td>
<td>10.5931</td>
<td>10.5940</td>
</tr>
</tbody>
</table>

### Table 3

Iterative values of support region threshold for two different initialization (\( \mu = 10 \))

<table>
<thead>
<tr>
<th>( \mu = 10 )</th>
<th>( x_{\text{max}}^{(0)} )</th>
<th>( x_{\text{max}}^{(1)} )</th>
<th>( x_{\text{max}}^{(2)} )</th>
<th>( x_{\text{max}}^{(3)} )</th>
<th>( x_{\text{max}}^{(4)} )</th>
<th>( x_{\text{max}}^{(5)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R = 4 )</td>
<td>6.0102</td>
<td>4.6542</td>
<td>4.7316</td>
<td>5.0892</td>
<td>4.7058</td>
<td>4.7285</td>
</tr>
<tr>
<td>( R = 5 )</td>
<td>7.4172</td>
<td>5.5622</td>
<td>5.6591</td>
<td>6.0694</td>
<td>5.6313</td>
<td>5.6552</td>
</tr>
<tr>
<td>( R = 6 )</td>
<td>8.8552</td>
<td>6.4756</td>
<td>6.5900</td>
<td>7.0497</td>
<td>6.5606</td>
<td>6.5856</td>
</tr>
<tr>
<td>( R = 7 )</td>
<td>10.3092</td>
<td>7.3940</td>
<td>7.5239</td>
<td>8.0299</td>
<td>7.4934</td>
<td>7.5190</td>
</tr>
<tr>
<td>( R = 8 )</td>
<td>11.7714</td>
<td>8.3172</td>
<td>8.4604</td>
<td>9.0102</td>
<td>8.4292</td>
<td>8.4552</td>
</tr>
</tbody>
</table>
In order to account for the assumption validation, the relative error of estimating the support region threshold is calculated for $\mu = 255$, $\mu = 100$, $\mu = 10$ and a different number of quantization level $N$ ($N = 16$, 32, 64, 128, 256, 512, 1024).

By calculating $x_{\text{max}}^{(1)}$, the first degree dependence on $\mu$ is achieved. An apparently good overlapping of $x_{\text{max}}^{(2)}$ and $x_{\text{max}}^{(1)}$ curves is visible for $\mu = 255$ and $\mu = 100$, while $R$ range from 4 bit/sample to 10 bit/sample, so we can accept that only one iteration is sufficient for the exact $x_{\text{max}}$ determination. Since $\delta$ approximately amounts to 0.2 %, in the worst case, we have confirmed the correctness of the introduced assumption.

In Table 4, observe that for $\mu = 10$, while $R$ range from 4 bit/sample to 10 bit/sample, $\delta$ approximately amounts to 1.7 %. Accepting that $\delta$ is within the confines of acceptable error, even in this case $x_{\text{max}}^{(1)}$ can be approved as a good estimation for $x_{\text{max}}$.

It should be noted that irrespective of what $\mu$ value is selected ($\mu = 10, 100$ or 255), the coding efficiency of suggested quantizer is improved by selecting $x_{\text{max}}^{(1)}$, while $D(Q_{\mu, 16}^{(\delta)})$ and $D(Q_{\mu, 256}^{(\delta)})$ are obviously less then MSE for 4 bit and 8 bit quantization, shown in [8].

**4. SUMMARY AND CONCLUSION**

It is a real challenge to predict what direction signal processing will take in the future, with respect to the fact, that this field has occupied an attention over the past few decades. Although signal processing methods, developed within the framework of traditional Public Switched Telephone Network (PSTN), are relatively mature, developing a signal processing representation model, remains a challenging problem for the IoT and NNs.

When it comes to solving quantization challenge through innovation, one can agree that appropriate quantizer solution, can be used as a part of new model or new system. In parallel of looking for the new solutions, one could directly look for an optimized existing solution.

We have proposed apparently simple solution for the quasilogarithmic quantizer support region determination, on a way that is not very intricate in itself. Since, in general case, the support region is a very important part of quantizer parametrization task, its determination is desirable to be computationally not demanding, which has been gained with the proposal of this paper. Although outputting approximate values, suggested asymptotic formula has achieved quite accurate results after only one iteration.

Future network solutions will involve many more components or connected networks, while analyzing them requires a diverse set of perspectives. Numerous papers have demonstrated that by quantizing predominant network components, during and after training phase, more beneficial and efficient DNNs could be modeled. It should be noted that possible clipping values have been offline precalculated, and stored for fast retrieval.

No matter if the offered optimized solution can be recognized as the most important advantage, that offers easier adaptation into increasingly heterogeneous network structure, we have to seamlessly look for the simple and elegant solution.

Having in mind the significant overlapping in use of quantization techniques, for the numerous contemporary and novel network solutions, from different perspectives we encourage and vigorously motivate further quantizer parameters improvement.
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